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The Main Memory/Storage System 

 

 

 

 

 

 
 

Â Main memory is a critical component of all computing 
systems: server, mobile, embedded, desktop, sensor 

 

Â Main memory system must scale (in size, technology, 
efficiency, cost, and management algorithms) to maintain 
performance growth and technology scaling benefits 
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Processor 

and caches 
Main Memory Storage (SSD/HDD) 



Memory System: A Shared Resource View 
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Storage 



State of the Main Memory System 

Â Recent technology, architecture, and application trends 

Ç lead to new requirements 

Ç exacerbate old requirements 

 

Â DRAM and memory controllers, as we know them today, 
are (will be) unlikely to satisfy all requirements 

 

Â Some emerging non-volatile memory technologies (e.g., 
PCM) enable new opportunities: memory+storage merging 

 

Â We need to rethink the main memory system 

Ç to fix DRAM issues and enable emerging technologies  

Ç to satisfy all requirements 
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Agenda 

Â Major Trends Affecting Main Memory 

Â The Memory Scaling Problem and Solution Directions 

Ç New Memory Architectures 

Ç Enabling Emerging Technologies: Hybrid Memory Systems 

Â How Can We Do Better? 

Â Summary 
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Major Trends Affecting Main Memory (I) 

Â Need for main memory capacity, bandwidth, QoS increasing  

 

 

 

 

Â Main memory energy/power is a key system design concern 

 

 

 

Â DRAM technology scaling is ending  
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Major Trends Affecting Main Memory (II) 

Â Need for main memory capacity, bandwidth, QoS increasing  

Ç Multi-core: increasing number of cores/agents 

Ç Data-intensive applications: increasing demand/hunger for data  

Ç Consolidation: cloud computing, GPUs, mobile, heterogeneity 

 

 

Â Main memory energy/power is a key system design concern 

 

 

 

Â DRAM technology scaling is ending  
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Example: The Memory Capacity Gap 

 

 

 

 

 

 

 

 

 

 
 

Â Memory capacity per core expected to drop by 30% every two years  

Â Trends worse for memory bandwidth per core! 
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Core count doubling ~ every 2 years  

DRAM DIMM capacity doubling ~ every 3 years 



Major Trends Affecting Main Memory (III) 

Â Need for main memory capacity, bandwidth, QoS increasing  

 

 

 

Â Main memory energy/power is a key system design concern 

Ç ~40-50% energy spent in off -chip memory hierarchy [Lefurgy, 

IEEE Computer 2003] 

Ç DRAM consumes power even when not used (periodic refresh)  

 

Â DRAM technology scaling is ending  
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Major Trends Affecting Main Memory (IV) 

Â Need for main memory capacity, bandwidth, QoS increasing  

 

 

 

 

Â Main memory energy/power is a key system design concern 

 

 

Â DRAM technology scaling is ending  

Ç ITRS projects DRAM will not scale easily below X nm  

Ç Scaling has provided many benefits:  

Â higher capacity (density), lower cost, lower energy 
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Agenda 

Â Major Trends Affecting Main Memory 

Â The Memory Scaling Problem and Solution Directions 

Ç New Memory Architectures 

Ç Enabling Emerging Technologies: Hybrid Memory Systems 

Â How Can We Do Better? 

Â Summary 
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The DRAM Scaling Problem 

Â DRAM stores charge in a capacitor (charge-based memory) 

Ç Capacitor must be large enough for reliable sensing 

Ç Access transistor should be large enough for low leakage and high 
retention time  

Ç Scaling beyond 40-35nm (2013) is challenging [ITRS, 2009]  

 

 

 

 

 

 

 

 

Â DRAM capacity, cost, and energy/power hard to scale 
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Solutions to the DRAM Scaling Problem 

Â Two potential solutions 

Ç Tolerate DRAM (by taking a fresh look at it)  

Ç Enable emerging memory technologies to eliminate/minimize 
DRAM 

 

Â Do both 

Ç Hybrid memory systems 
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Solution 1: Tolerate DRAM 
Â Overcome DRAM shortcomings with 

Ç System-DRAM co-design 

Ç Novel DRAM architectures, interface, functions 

Ç Better waste management (efficient utilization)  
 

Â Key issues to tackle 

Ç Reduce energy 

Ç Enable reliability at low cost 

Ç Improve bandwidth and latency  

Ç Reduce waste 
 

Â Liu, Jaiyen, Veras, Mutlu, ñRAIDR: Retention-Aware Intelligent DRAM Refresh,ò ISCA 2012. 

Â Kim, Seshadri, Lee+ , ñA Case for Exploiting Subarray-Level Parallelism in DRAM,ò ISCA 2012. 

Â Lee+ , ñTiered-Latency DRAM: A Low Latency and Low Cost DRAM Architecture,ò HPCA 2013. 

Â Liu+, ñAn Experimental Study of Data Retention Behavior in Modern DRAM Devices,ò ISCA 2013. 

Â Seshadri+, ñRowClone: Fast and Efficient In -DRAM Copy and Initialization of Bulk Data,ò MICRO 2013. 

Â Pekhimenko+, ñLinearly Compressed Pages: A Main Memory Compression Framework,ò MICRO 2013. 

14 



Solution 2: Emerging Memory Technologies 
Â Some emerging resistive memory technologies seem more 

scalable than DRAM (and they are non-volatile) 

Â Example: Phase Change Memory 

Ç Expected to scale to 9nm (2022 [ITRS])  

Ç Expected to be denser than DRAM: can store multiple bits/cell 

 

Â But, emerging technologies have shortcomings as well 

Ç Can they be enabled to replace/augment/surpass DRAM? 
 

Â Lee, Ipek, Mutlu, Burger, Architecting Phase Change Memory as a Scalable DRAM Alternative,  
ISCA 2009, CACM 2010, Top Picks 2010. 

Â Meza, Chang, Yoon, Mutlu, Ranganathan, ñEnabling Efficient and Scalable Hybrid Memories,ò IEEE 
Comp. Arch. Letters 2012. 

Â Yoon, Meza et al., ñRow Buffer Locality Aware Caching Policies for Hybrid Memories,ò ICCD 2012. 

Â Kultursay+, ñEvaluating STT-RAM as an Energy-Efficient Main Memory Alternative,ò ISPASS 2013.  

Â Meza+, ñA Case for Efficient Hardware-Software Cooperative Management of Storage and 
Memory,ò WEED 2013. 
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Hybrid Memory Systems 

 

 

 

 

 

 

 

 

 

 
Meza+, ñEnabling Efficient and Scalable Hybrid Memories,ò IEEE Comp. Arch. Letters, 2012. 

Yoon, Meza et al., ñRow Buffer Locality Aware Caching Policies for Hybrid Memories,ò ICCD 
2012 Best Paper Award. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CPU 
DRA
MCtrl 

Fast, durable  
Small,  

leaky, volatile,  
high-cost 

Large, non-volatile, low-cost 
Slow, wears out, high active energy 

PCM 
Ctrl DRAM Phase Change Memory (or Tech. X) 

Hardware/software manage data allocation and movement  
to achieve the best of multiple technologies 



An Orthogonal Issue: Memory Interference 

Main  
Memory 
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Core Core 

Core Core 

Coresô interfere with each other when accessing shared main memory 



Â Problem: Memory interference between cores is uncontrolled 

Ą unfairness, starvation, low performance 

Ą uncontrollable, unpredictable, vulnerable system 

 

Â Solution: QoS-Aware Memory Systems 

Ç Hardware designed to provide a configurable fairness substrate  

Â Application-aware memory scheduling, partitioning, throttling  

Ç Software designed to configure the resources to satisfy different 
QoS goals 

 

Â QoS-aware memory controllers and interconnects can 
provide predictable performance and higher efficiency 

 

 

An Orthogonal Issue: Memory Interference 



Designing QoS-Aware Memory Systems: Approaches 

Â Smart resources: Design each shared resource to have a 
configurable interference control/reduction mechanism 

Ç QoS-aware memory controllers [Mutlu+ MICROô07] [Moscibroda+, Usenix Securityô07] 

[Mutlu+ ISCAô08, Top Picksô09] [Kim+ HPCAô10] [Kim+ MICROô10, Top Picksô11] [Ebrahimi+ ISCAô11, 
MICROô11] [Ausavarungnirun+, ISCAô12][Subramanian+, HPCAô13] 

Ç QoS-aware interconnects [Das+ MICROô09, ISCAô10, Top Picks ô11] [Grot+ MICROô09, 

ISCAô11, Top Picks ô12] 

Ç QoS-aware caches 
 

Â Dumb resources: Keep each resource free-for-all, but 
reduce/control interference by injection control or data 
mapping 

Ç Source throttling to control access to memory system [Ebrahimi+ ASPLOSô10, 
ISCAô11, TOCSô12] [Ebrahimi+ MICROô09] [Nychis+ HotNetsô10] [Nychis+ SIGCOMMô12]  

Ç QoS-aware data mapping to memory controllers [Muralidhara+ MICROô11] 

Ç QoS-aware thread scheduling to cores [Das+ HPCAô13] 

 

 

19 



Some Current Directions 
 

Â New memory/storage + compute architectures  
Ç Rethinking DRAM 

Ç Processing close to data; accelerating bulk operations 

Ç Ensuring memory/storage reliability and robustness 
 

 

Â Enabling emerging NVM technologies  
Ç Hybrid memory systems with automatic data management  

Ç Coordinated management of memory and storage with NVM 
 

 

Â System-level memory/storage QoS 
Ç QoS-aware controller and system design 

Ç Coordinated memory + storage QoS 
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Agenda 

Â Major Trends Affecting Main Memory 

Â The Memory Scaling Problem and Solution Directions 

Ç New Memory Architectures 

Ç Enabling Emerging Technologies: Hybrid Memory Systems 

Â How Can We Do Better? 

Â Summary 
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Tolerating DRAM: Example Techniques 

Â Retention-Aware DRAM Refresh: Reducing Refresh Impact 

 

Â Tiered-Latency DRAM: Reducing DRAM Latency 

 

Â RowClone: Accelerating Page Copy and Initialization  

 

Â Subarray-Level Parallelism: Reducing Bank Conflict Impact 

 

Â Linearly Compressed Pages: Efficient Memory Compression 
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DRAM Refresh 

Â DRAM capacitor charge leaks over time 

 

Â The memory controller needs to refresh each row 
periodically to restore charge 

Ç Activate each row every N ms 

Ç Typical N = 64 ms 

 

Â Downsides of refresh 

    -- Energy consumption: Each refresh consumes energy 

-- Performance degradation: DRAM rank/bank unavailable while 
refreshed 

-- QoS/predictability impact: (Long) pause times during refresh  

-- Refresh rate limits DRAM capacity scaling  
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Refresh Overhead: Performance 

24 

8% 

46% 



Refresh Overhead: Energy 
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15% 

47% 



Retention Time Profile of DRAM 
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RAIDR: Eliminating Unnecessary Refreshes 

Â Observation: Most DRAM rows can be refreshed much less often 
without losing data [Kim+, EDLô09][Liu+ ISCAô13] 
 

Â Key idea: Refresh rows containing weak cells  

    more frequently, other rows less frequently 

1. Profiling: Profile retention time of all rows 

2. Binning: Store rows into bins by retention time in memory controller  

 Efficient storage with Bloom Filters (only 1.25KB for 32GB memory) 

3. Refreshing: Memory controller refreshes rows in different bins at 
different rates  

 

Â Results: 8-core, 32GB, SPEC, TPC-C, TPC-H 

Ç 74.6% refresh reduction @ 1.25KB storage 

Ç ~16%/20% DRAM dynamic/idle power reduction  

Ç ~9% performance improvement  

Ç Benefits increase with DRAM capacity 

 27 
Liu et al., ñRAIDR: Retention-Aware Intelligent DRAM Refresh,ò ISCA 2012. 



Going Forward 

Â How to find out and expose weak memory cells/rows  

Ç Analysis of modern DRAM chips:  

Â Liu+, ñAn Experimental Study of Data Retention Behavior in 
Modern DRAM Devices: Implications for Retention Time Profiling 
Mechanismsò, ISCA 2013. 

 

Â Low-cost system-level tolerance of memory errors 

 

Â Tolerating cell-to-cell interference at the system level  

Ç For both DRAM and Flash. Analysis of Flash chips: 

Â Cai+, ñProgram Interference in MLC NAND Flash Memory: 
Characterization, Modeling, and Mitigation,ò ICCD 2013. 
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Tolerating DRAM: Example Techniques 

Â Retention-Aware DRAM Refresh: Reducing Refresh Impact 

 

Â Tiered-Latency DRAM: Reducing DRAM Latency 

 

Â RowClone: Accelerating Page Copy and Initialization  

 

Â Subarray-Level Parallelism: Reducing Bank Conflict Impact 

 

Â Linearly Compressed Pages: Efficient Memory Compression 
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DRAM Latency-Capacity Trend 
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31 

DRAM Latency = Subarray Latency + I/O Latency 

   What Causes the Long Latency? 
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   Why is the Subarray So Slow? 
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   Trade-Off: Area (Die Size) vs. Latency 
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Trade-Off: Area vs. Latency 
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   Trade-Off: Area (Die Size) vs. Latency 
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Short Bitline 

Low Latency  

   Approximating the Best of Both Worlds 

Long Bitline 
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   Approximating the Best of Both Worlds 

Low Latency  
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Tiered-Latency DRAM 
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   Tiered-Latency DRAM 

Near Segment 

Far Segment 

Isolation Transistor 

ÅDivide a bitline into two segments with an 
isolation transistor 

Sense Amplifier 

Lee+, ñTiered-Latency DRAM: A Low Latency and Low Cost DRAM Architecture,ò HPCA 2013. 
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   Trade-Off: Area (Die-Area) vs. Latency 

0

1

2

3

4

0 10 20 30 40 50 60 70

N
o
rm

a
liz

e
d

 D
R

A
M

 A
re

a 

Latency (ns) 

64 

32 

128 
256    512 cells/bitline  

    

C
h

e
a

p
e

r 

Faster 

Near Segment Far Segment 



40 

   Leveraging Tiered-Latency DRAM 

ÅTL-DRAM is a substrate that can be leveraged by 
the hardware and/or software 
 

ÅMany potential uses 
1.Use near segment as hardware-managed inclusive 

cache to far segment 

2.Use near segment as hardware-managed exclusive 
cache to far segment 

3.Profile-based page mapping by operating system 

4.Simply replace DRAM with TL-DRAM   
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Tolerating DRAM: Example Techniques 

Â Retention-Aware DRAM Refresh: Reducing Refresh Impact 

 

Â Tiered-Latency DRAM: Reducing DRAM Latency 

 

Â RowClone: Accelerating Page Copy and Initialization  

 

Â Subarray-Level Parallelism: Reducing Bank Conflict Impact 

 

Â Linearly Compressed Pages: Efficient Memory Compression 
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¢ƻŘŀȅΩǎ aŜƳƻǊȅΥ .ǳƭƪ 5ŀǘŀ /ƻǇȅ 

Memory 

 
 
 
 
 
 

 

MC L3 L2 L1 CPU 

1) High latency 

2) High bandwidth utilization 

3) Cache pollution 

4) Unwanted data movement 

43 1046ns, 3.6uJ 



Future: RowClone (In-Memory Copy) 

Memory 

 
 
 
 
 
 

 

MC L3 L2 L1 CPU 

1) Low latency 

2) Low bandwidth utilization 

3) No cache pollution 

4) No unwanted data movement 

44 1046ns, 3.6uJ 90ns, 0.04uJ 



DRAM Subarray Operation (load 

one byte) 

Row Buffer (4 Kbits) 

Data Bus 

8 bits 

DRAM array 

4 Kbits 

Step 1: Activate row 

 

Transfer 

row 

Step 2: Read   

Transfer byte 

onto bus 



RowClone: In-DRAM Row Copy 

(and Initialization) 

Row Buffer (4 Kbits) 
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RowClone: Latency and Energy Savings 
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Seshadri et al., ñRowClone: Fast and Efficient In -DRAM Copy and 
Initialization of Bulk Data ,ò MICRO 2013. 



RowClone: Overall Performance 
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RowClone: Multi-Core Performance 
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Goal: Ultra-Efficient Processing 

Close to Data 
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Enabling Ultra-Efficient (Visual) 

Search  
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ǐWhat is the right low-cost memory substrate? 
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Tolerating DRAM: Example Techniques 

Â Retention-Aware DRAM Refresh: Reducing Refresh Impact 

 

Â Tiered-Latency DRAM: Reducing DRAM Latency 

 

Â RowClone: Accelerating Page Copy and Initialization  

 

Â Subarray-Level Parallelism: Reducing Bank Conflict Impact 

 

Â Linearly Compressed Pages: Efficient Memory Compression 
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Agenda 

Â Major Trends Affecting Main Memory 
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Â How Can We Do Better? 

Â Summary 
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Solution 2: Emerging Memory Technologies 

Â Some emerging resistive memory technologies seem more 
scalable than DRAM (and they are non-volatile) 

 

Â Example: Phase Change Memory 

Ç Data stored by changing phase of material  

Ç Data read by detecting materialôs resistance 

Ç Expected to scale to 9nm (2022 [ITRS])  

Ç Prototyped at 20nm (Raoux+, IBM JRD 2008) 

Ç Expected to be denser than DRAM: can store multiple bits/cell 

 

Â But, emerging technologies have (many) shortcomings 

Ç Can they be enabled to replace/augment/surpass DRAM? 
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Phase Change Memory: Pros and Cons 
 

Â Pros over DRAM 

Ç Better technology scaling (capacity and cost) 

Ç Non volatility 

Ç Low idle power (no refresh)  
 

Â Cons 

Ç Higher latencies: ~4 -15x DRAM (especially write) 

Ç Higher active energy: ~2 -50x DRAM (especially write) 

Ç Lower endurance (a cell dies after ~10 8 writes) 

 

Â Challenges in enabling PCM as DRAM replacement/helper: 

Ç Mitigate PCM shortcomings 

Ç Find the right way to place PCM in the system 
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PCM-based Main Memory (I) 

Â How should PCM-based (main) memory be organized? 

 

 

 

 

 

 
 

 

Â Hybrid PCM+DRAM [Qureshi+ ISCAô09, Dhiman+ DACô09]:  

Ç How to partition/migrate data between PCM and DRAM 
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PCM-based Main Memory (II) 

Â How should PCM-based (main) memory be organized? 

 

 

 

 

 

 

 

Â Pure PCM main memory [Lee et al., ISCAô09, Top Picksô10] :  

Ç How to redesign entire hierarchy (and cores) to overcome 
PCM shortcomings 
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An Initial Study: Replace DRAM with PCM 

Â Lee, Ipek, Mutlu, Burger, Architecting Phase Change 
Memory as a Scalable DRAM Alternative,  ISCA 2009. 

Ç Surveyed prototypes from 2003-2008 (e.g. IEDM, VLSI, ISSCC) 

Ç Derived ñaverageò PCM parameters for F=90nm 
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Results: Naïve Replacement of DRAM with PCM 

Â Replace DRAM with PCM in a 4-core, 4MB L2 system 

Â PCM organized the same as DRAM: row buffers, banks, peripherals 

Â 1.6x delay, 2.2x energy, 500-hour average lifetime 

 

 

 

 

 

 

 

 

Â Lee, Ipek, Mutlu, Burger, Architecting Phase Change Memory as a 
Scalable DRAM Alternative,  ISCA 2009. 
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Architecting PCM to Mitigate Shortcomings 

Â Idea 1: Use multiple narrow row buffers in each PCM chip 

Ą Reduces array reads/writes Ą better endurance, latency, energy 

 

Â Idea 2: Write into array at  

    cache block or word  

    granularity 

 Ą Reduces unnecessary wear   
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DRAM PCM 



Results: Architected PCM as Main Memory  

Â 1.2x delay, 1.0x energy, 5.6-year average lifetime 

Â Scaling improves energy, endurance, density 

 

 

 

 

 

 

 

 

Â Caveat 1: Worst-case lifetime is much shorter (no guarantees) 

Â Caveat 2: Intensive applications see large performance and energy hits 

Â Caveat 3: Optimistic PCM parameters? 
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Hybrid Memory Systems 

 

 

 

 

 

 

 

 

 

 
Meza+, ñEnabling Efficient and Scalable Hybrid Memories,ò IEEE Comp. Arch. Letters, 2012. 

Yoon, Meza et al., ñRow Buffer Locality Aware Caching Policies for Hybrid Memories,ò ICCD 
2012 Best Paper Award. 
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Ctrl DRAM Phase Change Memory (or Tech. X) 

Hardware/software manage data allocation and movement  
to achieve the best of multiple technologies 



One Option: DRAM as a Cache for PCM 

Â PCM is main memory; DRAM caches memory rows/blocks 

Ç Benefits: Reduced latency on DRAM cache hit; write filtering 

Â Memory controller hardware manages the DRAM cache 

Ç Benefit: Eliminates system software overhead 

 

Â Three issues: 

Ç What data should be placed in DRAM versus kept in PCM? 

Ç What is the granularity of data movement?  

Ç How to design a huge (DRAM) cache at low cost? 

 

Â Two solutions: 

Ç Locality-aware data placement [Yoon+ , ICCD 2012]  

Ç Cheap tag stores and dynamic granularity [Meza+, IEEE CAL 2012]  
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DRAM vs. PCM: An Observation 

Â Row buffers are the same in DRAM and PCM 

Â Row buffer hit latency same  in DRAM and PCM 

Â Row buffer miss latency small in DRAM, large in PCM 

 

 

 

 

 

 

 

 

Â Accessing the row buffer in PCM is fast 

Â What incurs high latency is the PCM array access Ą avoid this 
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